Temperature-Dependent Thermal Conductivity of Single-Crystal Silicon Layers in SOI Substrates

Self-heating diminishes the reliability of silicon-on-insulator (SOI) transistors, particularly those that must withstand electrostatic discharge (ESD) pulses. This problem is alleviated by lateral thermal conduction in the silicon device layer, whose thermal conductivity is not known. The present work develops a technique for measuring this property and provides data for layers in wafers fabricated using bond-and-etch-back (BESOI) technology. The room-temperature thermal conductivity data decrease with decreasing layer thickness, to a value nearly 40 percent less than that of bulk silicon for \( d_s = 0.42 \mu m \). The agreement of the data with the predictions of phonon transport analysis between 20 and 300 K strongly indicates that phonon scattering on layer boundaries is responsible for a large part of the reduction. The reduction is also due in part to concentrations of imperfections larger than those in bulk samples. The data show that the buried oxide in BESOI wafers has a thermal conductivity that is nearly equal to that of bulk fused quartz. The present work will lead to more accurate thermal simulations of SOI transistors and cantilever MEMS structures.

1 Introduction

Silicon-on-insulator (SOI) circuits promise advantages in speed and processing expense compared to circuits made from bulk silicon (e.g., Peters, 1993). The buried silicon-dioxide layer in SOI circuits has a very low thermal conductivity, which results in a large thermal resistance between the device and the chip packaging. This is a major problem for transistors that experience brief pulses of heating, such as ESD protection devices (e.g., Amerasekera et al., 1992), for which the temperature rise is dominated by conduction within micrometers of active regions. Lateral conduction parallel to the plane of the wafer in the silicon device layer can strongly reduce the temperature rise in active regions, such as the transistor channel (Goodson et al., 1995). However, this effect cannot be accurately predicted at present because the thermal conductivity of the device layer is not known. The lateral thermal conductivity of the silicon layer in SOI substrates is also important for the design of many MicroElectroMechanical Systems (MEMS) which use single-crystal silicon cantilevers that are etched from SOI substrates. One example is the cantilever of Chui et al. (1996), which uses heat pulses to make sub-micrometer pits in PMMA for high-density data storage.

Heat conduction in silicon is dominated by phonon transport, even in the presence of large concentrations of free charge carriers. The device-layer thermal conductivity is reduced compared to that of bulk silicon due to scattering mechanisms in the layer that are not present in the bulk material, such as those depicted in Fig. 1. Phonon-boundary scattering is particularly important at low temperatures, where the mean free path would otherwise become arbitrarily large. While phonon-boundary interactions govern the thermal conductivity of any silicon sample at low enough temperatures, the reduction is more severe and extends to higher temperatures for thin layers than for bulk samples. Also important is phonon scattering on imperfections, which exist in larger concentrations in SOI substrates than in bulk material. The higher concentrations result from steps in the wafer fabrication process, such as SIMOX implantation (e.g., Cellar and White, 1992) and the epitaxial growth process of BESOI wafers (Mazara, 1991). While the impact of these imperfections on electrical transport has been studied, there has been little progress on modeling or measuring their impact on heat transport. Finally, the impurities and additional free carriers in doped semiconducting regions impede heat transport compared to that in bulk intrinsic silicon (Goodson and Cooper, 1995). There are data available for the thermal conductivity of bulk doped samples (Touloukian et al., 1970a) which show a strong reduction for impurity concentrations greater than about \( 5 \times 10^{20} \text{cm}^{-3} \), but it is not clear if the bulk data are appropriate for layers doped using thin-film implantation and diffusion techniques.

Previous work (Paul et al., 1993, 1994; Von Arx et al., 1992; Von Arx et al., 1995; Mastrangelo and Müller, 1988; Tai et al., 1988) measured the lateral thermal conductivity of doped polysilicon layers. These authors reported a reduction of up to 80 percent compared to the conductivity of bulk intrinsic silicon. While it is not clear which of the mechanisms shown in Fig. 1 is responsible for the reduction in the polysilicon layers for which data are available, it is likely that the grain boundaries are responsible for a fraction of the reduction. It would therefore be inappropriate to assume that the thermal conductivity of the crystalline layers is equal in SOI substrates can be determined using the existing data for polycrystalline samples.

Very few data are available for the thermal conductivity of single-crystal silicon samples with submillimeter dimensions. Savvides and Goldsmith (1973) measured the thermal conductivity of pure and neutron-irradiated crystalline silicon with dimensions comparable to 20, 40, 60, and 100 \( \mu \text{m} \) at temperatures of 200 and 300 K. They did not observe a size effect on the thermal conductivity even for the thinnest pure silicon specimen at 200 K. Yu et al. (1996) measured the thermal diffusivity of a 4 \( \mu \text{m} \) thick, free-standing silicon film at room temperature and observed no significant reduction in the thermal diffusivity compared to that of bulk samples. However, a recent study reported a two orders of magnitude reduction in the thermal conductivity of a 0.15 \( \mu \text{m} \) thick silicon layer made using SIMOX technology at temperatures between 330 and 380 K.
that are made from SOI substrates. From a more fundamental perspective, techniques that are compatible with CMOS technology, such that it is possible to determine the thermal conductivity of SOI device layers. The technique has practical relevance for SOI devices and is of fundamental interest because of the information they provide about phonon free paths in the bulk material.

This work develops a technique for measuring the lateral thermal conductivity of SOI device layers. The technique has the advantage that it uses doping and photolithography techniques that are compatible with CMOS technology, such that it can be directly integrated onto an SOI wafer for parallel device and thermal-property characterization. The measurements yield the vertical thermal resistance of the buried silicon dioxide as well as the lateral thermal conductivity of the silicon device layer using two separate structures. This manuscript reports data for BESOI silicon layers of thickness between 0.4 and 1.6 μm at temperatures between 20 and 300 K. The range of thicknesses and temperatures aids with the determination of the relative importance of the phonon-boundary scattering mechanism. The data provided here assist with the study of self heating in thin-film SOI transistors. They are also important for the design of the large variety of microscopic thermal sensors and actuators that are made from SOI substrates. From a more fundamental viewpoint, study of the thermal conductivity in thin crystalline silicon films provides an opportunity to more directly determine the spectrum of phonon mean free paths in this material, by means of the conductivity reduction due to phonon boundary scattering. The potential for such fundamental study is particularly large in SOI wafers, whose device layers resemble the bulk material in purity and microstructural quality.

2 Experimental Structures and Procedure

Figure 2 shows a cross-sectional schematic and an electron micrograph of the experimental structure used to measure the lateral thermal conductivity of the SOI device layer. The wafers in the present study are fabricated using a BESOI technology, in which a p' epitaxial layer doped with about 10^{20} boron atoms cm^{-3} serves as the etch stop. The device layer is grown on the etch-stop layer and is doped with less than 10^{19} boron atoms cm^{-3} due to the residual boron in the chamber. After the bonding, the silicon substrate is etched with a KOH/isopropyl alcohol solution which stops at the p' layer. The p' layer is then removed using a 1:3:8 solution of 49 percent HF, 70 percent HNO_{3}, and 98 percent CH_{3}COOH. This solution selectively etches the p' region and stops at the undoped layer. The moderately doped bridge, which is used here as a heater for the thermal conductivity measurements, is fabricated using a 50 keV implantation of BF_{2}+ with dosage 5 X 10^{15} cm^{-2} and a subsequent 30 minute anneal at 1220 K. Two sets of structures are used in the present study, distinguished by the die from which they are fabricated. Data reported here over the temperature range of 20 to 300 K are obtained from die no. 1 with silicon device layer thicknesses d_s = 0.42, 0.83, and 1.6 μm and buried oxide thickness d_A = 3 μm. Data are obtained from die no. 2 at room temperature, with silicon device layer thicknesses d_s = 0.42, 0.72, and 1.42 μm. The dies are attached within a 68-pin leadless chip carrier device package, wire bonded, and mounted on the chip-carrier assembly of an open-circuit MTD-160 cryogenic test system. The cryogenic system thermometer has an accuracy of ±0.5 K from 10 K to 100 K and 1 percent from 100 to 350 K.

During the measurement heat is generated by electrical current sustained in a doped region within the silicon device layer, yielding a temperature rise in the layer that decays rapidly with increasing x. The temperatures at two locations above the device layer are detected using electrical-resistance thermometry in the patterned aluminum bridges A and B, shown in Fig. 2(a). The lengths of the bridges in the direction normal to Fig. 2(a) are 1100 μm. The electrical current in the aluminum bridges is kept low enough to avoid heating the aluminum bridges significant from the parasitic heating.

The thermal conductivity of silicon is dominated by phonon transport. This work develops a technique for measuring the lateral thermal conductivity of SOI device layers compared to that of bulk intrinsic silicon. Fig. 1 shows phonon scattering mechanisms which reduce the thermal conductivity of SOI device layers compared to that of bulk silicon. The thermal conductivity of silicon is dominated by phonon transport. The potential for such fundamental study is particularly large in SOI wafers, whose device layers resemble the bulk material in purity and microstructural quality.

2 Experimental Structures and Procedure

Figure 2 shows a cross-sectional schematic and an electron micrograph of the experimental structure used to measure the lateral thermal conductivity of the SOI device layer. The wafers in the present study are fabricated using a BESOI technology, in which a p' epitaxial layer doped with about 10^{20} boron atoms cm^{-3} serves as the etch stop. The device layer is grown on the etch-stop layer and is doped with less than 10^{19} boron atoms cm^{-3} due to the residual boron in the chamber. After the bonding, the silicon substrate is etched with a KOH/isopropyl alcohol solution which stops at the p' layer. The p' layer is then removed using a 1:3:8 solution of 49 percent HF, 70 percent HNO_{3}, and 98 percent CH_{3}COOH. This solution selectively etches the p' region and stops at the undoped layer. The moderately doped bridge, which is used here as a heater for the thermal conductivity measurements, is fabricated using a 50 keV implantation of BF_{2}+ with dosage 5 X 10^{15} cm^{-2} and a subsequent 30 minute anneal at 1220 K. Two sets of structures are used in the present study, distinguished by the die from which they are fabricated. Data reported here over the temperature range of 20 to 300 K are obtained from die no. 1 with silicon device layer thicknesses d_s = 0.42, 0.83, and 1.6 μm and buried oxide thickness d_A = 3 μm. Data are obtained from die no. 2 at room temperature, with silicon device layer thicknesses d_s = 0.42, 0.72, and 1.42 μm. The dies are attached within a 68-pin leadless chip carrier device package, wire bonded, and mounted on the chip-carrier assembly of an open-circuit MTD-160 cryogenic test system. The cryogenic system thermometer has an accuracy of ±0.5 K from 10 K to 100 K and 1 percent from 100 to 350 K.

During the measurement heat is generated by electrical current sustained in a doped region within the silicon device layer, yielding a temperature rise in the layer that decays rapidly with increasing x. The temperatures at two locations above the device layer are detected using electrical-resistance thermometry in the patterned aluminum bridges A and B, shown in Fig. 2(a). The lengths of the bridges in the direction normal to Fig. 2(a) are 1100 μm. The electrical current in the aluminum bridges is kept low enough to avoid heating the aluminum bridges significant from the parasitic heating.
very well approximated using a closed-form solution to the one-dimensional heat conduction equation in the x-direction along the device layer if three conditions are met. The first condition is that the temperature variation in the silicon substrate just beneath the buried oxide is small compared to that within the silicon device layer, which allows the use of an isothermal boundary condition at the bottom interface of the buried silicon dioxide. The more rigorous two-dimensional analysis is used to show that this condition is satisfied in the present work. The temperature variation at this interface, within a 100 μm width centered below the heater, is less than 0.1 percent of that between the silicon heater and the substrate for measurements performed within the temperature range of 20 K to 300 K. The second condition is that the temperature variation in the silicon device layer normal to the substrate at any position x is negligible compared to that in the buried silicon dioxide layer. This condition is satisfied when the thermal resistance for conduction normal to the silicon is much less than that for conduction normal to the underlying oxide, which requires (d/k)/d/k < 1. The length d is the oxide thickness, and k and k are the thermal conductivities of the silicon dioxide and the silicon layers, respectively. This condition is satisfied in the present work, for which this ratio is always smaller than 0.002. The third condition is that the lateral conduction in the silicon dioxide is negligible compared to that within the silicon device layer, which is satisfied given a small ratio of the lateral conductances (d/k)/d/k < 1. The value of this ratio in the present work is always less than 0.08. Since each of these conditions is satisfied, a one-dimensional solution to the thermal-conduction equation in the x direction along the device layer is appropriate. The thermal healing length in the device layer, L = (d/k)/d/k, is defined here as the characteristic lateral lengthscale of the temperature decay to the substrate temperature within the device layer. For 2 μm < x < L, the temperature rise predicted using the more rigorous two-dimensional heat conduction analysis is approximated within 1.5 percent by

\[ T(x) - T_0 = \frac{P'}{2k} \frac{d}{d} \exp \left( -\frac{\beta x}{L} \right) \]

where \( P' \) is the heater power per unit length and \( T_0 \) is the substrate temperature beneath the experimental structure. The length \( x_0 \) is a parameter between 0.4 and 0.6 μm which is used to match the temperature distribution from Eq. (1) to the exact solution of the one-dimensional heat conduction equation that includes the 2 μm wide heated region. The 1.5 percent difference between Eq. (1) and the more rigorous solution to the two-dimensional heat equation is neglected here because it is much smaller than the experimental uncertainty resulting from other factors. When the width of the aluminum bridge is much smaller than the healing length, which is satisfied in the present study, the temperature rises in the two aluminum bridges are approximately equal to those in the silicon overlayer at locations \( x = x_0 \) and \( x = x_0 \). The thermal resistance of the buried silicon dioxide is obtained independently, as described in the following paragraph. Knowledge of this resistance leaves only \( T_0 \) and \( k_0 \) as unknowns in Eq. (1). The two equations which are needed to extract the unknowns \( k_0 \) and \( T_0 \) are derived using Eq. (1) with \( T(x_0) = T_0 \) and \( T(x) = T_0 \), where \( T_0 \) and \( T_0 \) are the temperatures measured by the two metal bridges. The lateral thermal conductivity of the silicon device layer is calculated by solving these two equations simultaneously.

The buried oxide thermal conductivity, \( k_0 \), is measured on the same die using the structure shown in Fig. 3. Steady-state Joule heating and thermometry are performed using a 40 μm wide doped silicon bridge. Thermometry is also performed in two lightly doped silicon thermometers, each of 2 μm width, which experience negligible Joule heating. The substrate temperature beneath the heater is calculated from the temperature variation within the device layer if three conditions are met. The first condition is that the temperature variation in the silicon substrate just beneath the buried oxide is small compared to that within the silicon device layer, which allows the use of an isothermal boundary condition at the bottom interface of the buried silicon dioxide. The more rigorous two-dimensional analysis is used to show that this condition is satisfied in the present work. The temperature variation at this interface, within a 100 μm width centered below the heater, is less than 0.1 percent of that between the silicon heater and the substrate for measurements performed within the temperature range of 20 K to 300 K. The second condition is that the temperature variation in the silicon device layer normal to the substrate at any position x is negligible compared to that in the buried silicon dioxide layer. This condition is satisfied when the thermal resistance for conduction normal to the silicon is much less than that for conduction normal to the underlying oxide, which requires (d/k)/d/k < 1. The length d is the oxide thickness, and k and k are the thermal conductivities of the silicon dioxide and the silicon layers, respectively. This condition is satisfied in the present work, for which this ratio is always smaller than 0.002. The third condition is that the lateral conduction in the silicon dioxide is negligible compared to that within the silicon device layer, which is satisfied given a small ratio of the lateral conductances (d/k)/d/k < 1. The value of this ratio in the present work is always less than 0.08. Since each of these conditions is satisfied, a one-dimensional solution to the thermal-conduction equation in the x direction along the device layer is appropriate. The thermal healing length in the device layer, L = (d/k)/d/k, is defined here as the characteristic lateral lengthscale of the temperature decay to the substrate temperature within the device layer. For 2 μm < x < L, the temperature rise predicted using the more rigorous two-dimensional heat conduction analysis is approximated within 1.5 percent by

\[ T(x) - T_0 = \frac{P'}{2k} \frac{d}{d} \exp \left( -\frac{\beta x}{L} \right) \]

where \( P' \) is the heater power per unit length and \( T_0 \) is the substrate temperature beneath the experimental structure. The length \( x_0 \) is a parameter between 0.4 and 0.6 μm which is used to match the temperature distribution from Eq. (1) to the exact solution of the one-dimensional heat conduction equation that includes the 2 μm wide heated region. The 1.5 percent difference between Eq. (1) and the more rigorous solution to the two-dimensional heat equation is neglected here because it is much smaller than the experimental uncertainty resulting from other factors. When the width of the aluminum bridge is much smaller than the healing length, which is satisfied in the present study, the temperature rises in the two aluminum bridges are approximately equal to those in the silicon overlayer at locations \( x = x_0 \) and \( x = x_0 \). The thermal resistance of the buried silicon dioxide is obtained independently, as described in the following paragraph. Knowledge of this resistance leaves only \( T_0 \) and \( k_0 \) as unknowns in Eq. (1). The two equations which are needed to extract the unknowns \( k_0 \) and \( T_0 \) are derived using Eq. (1) with \( T(x_0) = T_0 \) and \( T(x) = T_0 \), where \( T_0 \) and \( T_0 \) are the temperatures measured by the two metal bridges. The lateral thermal conductivity of the silicon device layer is calculated by solving these two equations simultaneously.

The buried oxide thermal conductivity, \( k_0 \), is measured on the same die using the structure shown in Fig. 3. Steady-state Joule heating and thermometry are performed using a 40 μm wide doped silicon bridge. Thermometry is also performed in two lightly doped silicon thermometers, each of 2 μm width, which experience negligible Joule heating. The substrate temperature beneath the heater is calculated from the temperature variation within the device layer if three conditions are met. The first condition is that the temperature variation in the silicon substrate just beneath the buried oxide is small compared to that within the silicon device layer, which allows the use of an isothermal boundary condition at the bottom interface of the buried silicon dioxide. The more rigorous two-dimensional analysis is used to show that this condition is satisfied in the present work. The temperature variation at this interface, within a 100 μm width centered below the heater, is less than 0.1 percent of that between the silicon heater and the substrate for measurements performed within the temperature range of 20 K to 300 K. The second condition is that the temperature variation in the silicon device layer normal to the substrate at any position x is negligible compared to that in the buried silicon dioxide layer. This condition is satisfied when the thermal resistance for conduction normal to the silicon is much less than that for conduction normal to the underlying oxide, which requires (d/k)/d/k < 1. The length d is the oxide thickness, and k and k are the thermal conductivities of the silicon dioxide and the silicon layers, respectively. This condition is satisfied in the present work, for which this ratio is always smaller than 0.002. The third condition is that the lateral conduction in the silicon dioxide is negligible compared to that within the silicon device layer, which is satisfied given a small ratio of the lateral conductances (d/k)/d/k < 1. The value of this ratio in the present work is always less than 0.08. Since each of these conditions is satisfied, a one-dimensional solution to the thermal-conduction equation in the x direction along the device layer is appropriate. The thermal healing length in the device layer, L = (d/k)/d/k, is defined here as the characteristic lateral lengthscale of the temperature decay to the substrate temperature within the device layer. For 2 μm < x < L, the temperature rise predicted using the more rigorous two-dimensional heat conduction analysis is approximated within 1.5 percent by

\[ T(x) - T_0 = \frac{P'}{2k} \frac{d}{d} \exp \left( -\frac{\beta x}{L} \right) \]

where \( P' \) is the heater power per unit length and \( T_0 \) is the substrate temperature beneath the experimental structure. The length \( x_0 \) is a parameter between 0.4 and 0.6 μm which is used to match the temperature distribution from Eq. (1) to the exact solution of the one-dimensional heat conduction equation that includes the 2 μm wide heated region. The 1.5 percent difference between Eq. (1) and the more rigorous solution to the two-dimensional heat equation is neglected here because it is much smaller than the experimental uncertainty resulting from other factors. When the width of the aluminum bridge is much smaller than the healing length, which is satisfied in the present study, the temperature rises in the two aluminum bridges are approximately equal to those in the silicon overlayer at locations \( x = x_0 \) and \( x = x_0 \). The thermal resistance of the buried silicon dioxide is obtained independently, as described in the following paragraph. Knowledge of this resistance leaves only \( T_0 \) and \( k_0 \) as unknowns in Eq. (1). The two equations which are needed to extract the unknowns \( k_0 \) and \( T_0 \) are derived using Eq. (1) with \( T(x_0) = T_0 \) and \( T(x) = T_0 \), where \( T_0 \) and \( T_0 \) are the temperatures measured by the two metal bridges. The lateral thermal conductivity of the silicon device layer is calculated by solving these two equations simultaneously.
The thermal conductivity of the silicon dioxide is measured in the two narrow thermometers. The silicon-dioxide thermal conductivity is calculated from the heater power per unit area normal to the substrate and the temperature drop between the heater and the substrate. The major improvement of this technique compared to that of Goodson et al. (1993), who used aluminum bridges for the heating and thermometry, is the fabrication of doped heaters and thermometers directly within the silicon device layer. This causes the geometry and materials of the conduction problem to more closely resemble those in a SOI transistor than in the previous work. But there are two problems associated with the use of the lightly doped silicon thermometers. At temperatures below 50 K the strongly diminished concentration of thermally excited carriers causes the bridge electrical resistance to exceed 6 MΩ, which is too large to be handled using common voltage sources. Another problem is that lightly doped silicon has a relatively small temperature derivative of the electrical resistance between 190 K and 250 K, where the sign of the derivative actually changes, yielding a very low sensitivity. This introduces relatively large uncertainties in the measurement of the buried-silicon-dioxide thermal resistance in this temperature range. This shortcoming of the doped thermistors for T < 50 K and 190 K < T < 250 K was not a major problem because all of the data in the other ranges of temperature agree quite closely with that of bulk fused quartz. For this reason the thermal conductivity of fused quartz is used to extract the silicon thermal conductivity in the ranges of temperature where the oxide structure is ineffective.

The relative uncertainties of the measured values of $k$ are near 21 percent at room temperature. At very low temperatures the uncertainty of the measured values of $k$ is as large as 25 percent due to the uncertainty in the thermal conductivity of the 3 μm thick buried oxide. The important contributors to the uncertainty are the lack of precise knowledge of the width of the doped heater, the thickness of the silicon layer, and the distance between the doped and metal bridges.

3 Model for the Thermal Conductivity of Thin Silicon Films

The thermal conductivity of the silicon layers is predicted using an approximate solution to the phonon Boltzmann transport equation in the relaxation time approximation together with the Debye model for phonon specific heat. This approach was developed by Callaway (1959) and refined for silicon by Holland (1963), who used a more detailed description of the phonon dispersion relations in this material to better capture the temperature dependence of thermal conductivity. The present work modifies the model of Holland (1963) to account for the increase in the scattering rate due to the small separation between the layer boundaries. The conductivity reduction due to phonon-boundary scattering is calculated independently for each differential step in the phonon frequency spectrum using the solution to the Boltzmann equation. The model of Holland (1963) is a refinement of the general expression for the phonon thermal conductivity (e.g., Berman, 1976), as follows:

$$k = \frac{1}{\rho} \int_0^{u_T} C_v \tau \, dx,$$

where $x = h_d u/\kappa_B T$ is the nondimensional phonon frequency, $\kappa_B = 1.38 \times 10^{-23}$ J K$^{-1}$ is the Boltzmann constant, $h_d = 1.602 \times 10^{-34}$ Js is Planck’s constant divided by $2\pi$, $C_v$ is the phonon-specific heat per unit volume and nondimensional frequency, $u$ is the phonon group velocity, $\Theta$ is the Debye temperature of the solid, and $\tau$ is the phonon relaxation time. Holland (1963) separated the conductivity into three integrals of the form of Eq. (2) that account for longitudinal, low-frequency transverse, and high-frequency transverse phonons. The three contributions to the conductivity modeled by Holland (1963) differ in the value of the sound velocity and the dependence of the relaxation time on nondimensional frequency and temperature. The present work uses the model of Holland (1963), including all of the parameters that govern the relaxation time, with an important modification that accounts for the reduction of the relaxation time due to phonon-boundary scattering. The relaxation time is reduced using

$$\tau(\omega, T, d_1, p) = \tau_{\text{na}}(\omega, T) \frac{d_1}{\Lambda_{\text{na}}(\omega, T)} - \frac{1}{\rho} F\left(\frac{d_1}{\Lambda_{\text{na}}(\omega, T)}, p\right),$$

where $d_1$ is the film thickness and $\tau_{\text{na}}(\omega, T)$ is the relaxation time in the absence of phonon-boundary scattering. The boundary scattering reduction factor $F$ depends on the ratio of the layer thickness, $d_1$, and the phonon mean free path, $\Lambda_{\text{na}}(\omega, T) = \sqrt{\rho_{\text{na}}(\omega, T)}$, as well as the specular reflection coefficient $p$. If the remaining scattering mechanisms are independent, which is a valid assumption as long as the responsible scattering centers are distributed homogeneously in the layer, then the scattering rate in the absence of boundary scattering is

$$\tau_{\text{na}} = \tau_0 \left(1 + \frac{\tau_1^0 \tau_1}{1 - p \exp(-\delta t)}\right).$$

The scattering rates $\tau_0^0$ and $\tau_1^0$ are due to phonon scattering on defects and other phonons, respectively, and are taken from the model of Chen (1997) for this phenomenon. The results for diffuse and specular interfaces differ by less than 5 percent at temperatures below 30 K, where the probability of specular reflection from the interface becomes appreciable. The error is estimated to be less than 1 percent at temperatures above 30 K. Equation (5) is used for comparison with the data obtained here because it is considerably easier to implement and the error in the predictions is well below the uncertainty of the measurements.

Diffuse reflection is caused by the interference of phonon wavepackets reflected by an interface that has a characteristic roughness comparable to or larger than the phonon wavelength. The fraction of phonons reflected diffusely therefore depends
strongly on the surface roughness and on the wavelength of the phonons under consideration. The specular reflection coefficient can be very approximately estimated from the characteristic dimension of surface roughness, \( \eta \), and the wavelength, \( \lambda \), using (Berman et al., 1955)

\[
p(\lambda, \eta) = \exp\left(-\frac{16\pi^2 \eta^2}{\lambda^2}\right).
\]  (6)

This expression is strictly valid only for phonons whose path before striking the surface is normal to the surface. To estimate the error due to the use of Eq. (6) for all angles of incidence, it is helpful to refer to research on the interaction of electromagnetic waves with surfaces. The light scattered by a rough surface contains information on the surface roughness. Statistical information about the deviation perpendicular to the surface is contained in the amplitude density function, and the behavior of the surface in the lateral direction is presented by the autocorrelation function (Marx and Vorburger, 1989). The autocorrelation function can be represented by an exponential function which approximates the degree of phase incoherence at some distance above the surface. The argument of the exponential function in Eq. (6) is the square of the phase change of the phonons incident at the peak and the bottom of an asperity. The height distribution is usually assumed to be Gaussian about the mean value, with width specified using the root-mean-squared height deviation, \( \eta \). The fraction of phonons that are specularly reflected decreases rapidly with increasing \( \eta \), and is far less than unity when this lengthscale is equal to the phonon wavelength \( \lambda \).

Equation (6) treats both incident and scattered waves as if they are normal to the surface and it has been successfully used (e.g., Ziman, 1960, Chen and Tien, 1993) to correlate \( F \), \( \eta \), and \( \lambda \). But a rigorous model that accounts for other angles of incidence and reflection seems to be more appropriate (Ziman, 1960). Beckmann and Spizzichino (1963) derived

\[
p(\lambda, \eta, \theta) = \exp\left(-\frac{16\pi^2 \eta^2}{\lambda^2} \left(\cos \theta\right)^2\right),
\]  (7)

where \( \theta \) is the angle of incidence with respect to the normal. Equation (7) is in a good agreement with the experimental results for stainless steel specimens with \( \eta = 0.064 - 0.4 \mu m \) and \( \theta = \pi/3 \) (Marx and Vorburger, 1989). Equation (7) can be incorporated into the solution of the Boltzmann equation for the mean-free path reduction along a thin layer and integrated over all angles of incidence. The specular reflection coefficient for the large angle of incidence predicted by Eq. (7) is greater, by far, than those predicted by Eq. (6) for the same \( \eta \) and \( \lambda \).

This causes the predicted thermal conductivity of silicon layers to increase more rapidly with decreasing temperature than predictions using Eq. (6). But this difference is due primarily to the differences between the Eqs. (6) and (7) for large angles of incidence, where the assumptions used to derive Eq. (7) (Beckmann and Spizzichino, 1963) are not satisfied. For this reason the present work uses Eq. (6) and cautions the reader the differences between the Eqs. (6) and (7) for large angles.

But a rigorous model that accounts for other angles of incidence and reflection seems to be more appropriate (Ziman, 1960). Beckmann and Spizzichino (1963) derived

\[
\tau_D^{\text{BULK}} = \frac{nV^2\Delta M^2}{4\pi v_i^2 M^2 \omega^4},
\]  (9)

where \( n \) is the volumetric concentration of the point defects, \( M \) is the atomic mass of the host atom, and \( V \) is its lattice volume. The mass difference introduced by the imperfection compared to that of the host atom is \( \Delta M \). The present work assumes the strongest scattering for a given concentration (\( \Delta M/M = 1 \)), which simulates the presence of a vacancy. The effect of additional scattering sites in the silicon device layer based on Eqs. (8) and (9) is used only in the final figure presented in this manuscript.

4 Results and Discussion

Figure 4 compares thermal-conductivity data for the buried silicon dioxide measured in the present study with the recommended values for bulk silicon dioxide (Touloukian et al., 1970b). The lack of data in the temperature ranges \( T < 70 \) K and \( 180 < T < 250 \) K is associated with practical limitations of the lightly doped silicon thermistors in the structure in Fig. 3 and is discussed in section 2. The data agree quite well with the recommended bulk values at all of the temperatures for which the experimental structure is effective. At low temperatures it is expected that phonon scattering on the boundaries of the silicon dioxide may increase the total resistance compared to that calculated using the recommended bulk conductivity. This results in part from phonon scattering due to the mismatch of acoustic properties at the two boundaries of the layer. Also important is the reduction of phonon free paths due to the presence of two boundaries in close proximity, which renders the use of the bulk thermal conductivity inappropriate within the layer. The problem of thermal conduction normal to thin amorphous layers at low temperatures was studied by Goodson et al. (1994). These authors found that for 3 \( \mu m \)-thick silicon dioxide layers, the relative impact of these phenomena on the thermal resistance normal to the layer could be as large as 20%.
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and even 50 percent at temperatures 45 K and 20 K, respectively. These reductions in the effective oxide conductivity are treated as sources of uncertainty in the present work, and therefore augment the uncertainty in the extracted thermal conductivity of the silicon device layer. While the relative effect on the oxide resistance is quite large at 20 K, the contribution to relative uncertainty in the silicon conductivity at that temperature is considerably smaller, less than 24 percent. But the large uncertainty in the oxide resistance at the lowest temperatures contributes significantly to the uncertainty in the temperature of the structure during the measurement, and therefore influences the width of temperature error bars in subsequent plots.

Figure 5 shows thermal-conductivity data for the silicon device layers as a function of temperature. The maximum in the conductivity occurs near 70 K and separates the low-temperature region, where scattering is dominated by imperfections and surfaces, from the low-temperature region, where phonon-phonon scattering is dominant. A portion of the recommended thermal conductivity curve for bulk silicon is provided for reference (Touloukian et al., 1970a). The recommended bulk conductivity reaches a much higher maximum, 5500 W m\(^{-1}\) K\(^{-1}\), at the temperature of 30 K. The thermal conductivities of the silicon device layers are significantly lower than the values recommended for bulk samples due to the much stronger reduction of phonon mean free path by boundary scattering. The data clearly show that this effect is more prominent for thinner layers. The figure also shows the predictions calculated using the theory developed in Section 3. It must be emphasized that the predictions are not the result of fitting to the data, but rather are a prediction based on the theory of Holland (1963) and the modification to account for boundary scattering. The only adjustable parameter is the roughness of the boundaries \(\eta\), which was estimated to be between 2 to 10 Å for BESOI wafers (Maszara, 1991). The predicted thermal conductivity curves are plotted for \(\eta = 5\) and 10 Å. Increasing \(\eta\) beyond 10 Å has a negligible effect on the predicted thermal conductivity at temperatures down to 20 K, indicating that the use of \(\eta = 10\) Å effectively models completely diffuse scattering. The fraction of the phonons that are specularly reflected increases as the surface roughness dimension decreases, thus diminishing the impact of boundary scattering on the thermal conductivity. The effect of surface roughness is more significant at lower temperatures where the population of the long wavelength phonons increases. In this figure no additional scattering due to fabrication-related imperfections is introduced. Figure 5 shows that the data agree well with predictions for the 1.6 μm thick silicon overlayer over the entire temperature range. The poorer agreement for the 0.42 μm and 0.83 μm thick silicon layers may be due to the higher concentrations of imperfections associated with epitaxial silicon growth in these layers. BESOI device layers contain a large concentration of dislocations and stacking faults collected near the former interface with the heavily doped etch stop layer (Maszara, 1991). These imperfections may more strongly reduce the conductivity of thinner layers. The importance of scattering on these imperfections is nearly impossible to assess without more detailed information about the types of defects and the variation of their concentrations within layers.

Figure 6 shows the measured lateral thermal conductivities of silicon layers as a function of thickness near room temperature. The impact of phonon-boundary scattering is predicted using the theory described in section 3 and plotted as a solid line in the same graph. Previous experimental data for a 20 μm thick silicon specimen (Savvides and Goldsmid, 1973) and a 4 μm thick free-standing silicon film (Yu et al., 1996) are consistent with the predictions. However, the lateral thermal conductivity measured in a 0.15 μm thick SIMOX device layer at temperatures between 330 and 380 K (Zheng et al., 1996) shows nearly two orders of magnitude reduction compared to the bulk value and is far below the predictions of the phonon-boundary scattering model. This disparity could be explained by a high concentration of lattice imperfections in the sample of Zheng et al. (1996) or by uncertainty in the measurements of the layer thickness or the thermal conductivity.

The lateral thermal conductivities measured in the BESOI device layers of the present study are consistent with the phonon-boundary scattering predictions. For the thinnest layers the reduction is small and not experimentally significant, suggesting a microstructure and purity that closely resemble those in bulk crystals. This shows that thermal simulations of SOI transistors with device layers thinner than about 1.5 μm should use the thermal conductivity of bulk silicon. However, the bulk conductivity overpredicts the data for the thinnest silicon overlayer by nearly 40 percent, indicating a potential for a large error in device simulations. The reduction is significant even considering the experimental uncertainty and may be due to any of the mechanisms shown in Fig. 1. A strong reduction due to impurities is unlikely because the boron concentration in the device layer is below that at which the thermal conductivity of bulk crystals is reduced by scattering on impurities (Goodson and Cooper, 1995). While boundary scattering analysis yields predictions consistent with the data in Figs. 5 and 6, a more con-
ving confirmation of this model near room temperature will require data for thinner layers. The predominant additional imperfection in BESOI silicon device layers may be dislocations. Dislocations due to the epitaxial growth process are assumed to account for the observed warping of the device layer across a wafer (Ma et al., 1991) and provide a potential explanation for the difference in the thermal conductivity values obtained for samples on dies nos. 1 and 2. A study involving BESOI layers of thickness 0.1 μm and below would be particularly helpful since the predicted relative conductivity reduction will exceed 60 percent. Data for such layers would not resolve the situation, however, because it would be difficult to ensure that the concentration of fabrication-related imperfections is the same in the layers of different thicknesses. Figure 6 includes a very approximate prediction of the effect of evenly distributed fabrication-related imperfections, which is based on Eqs. (8) and (9). A concentration of 2 × 10^17 cm^-2 vacancies can reduce the thermal conductivity by more than 10 percent.

5 Conclusions

The data provided in this manuscript are of practical importance for SOI technology and for MEMS that are made using SOI wafers. The data are needed most urgently for thermal simulation of SOI transistors that must withstand the temperature rise during ESD pulses. The impact of this study is greatest for silicon device layers thinner than about 0.5 μm, for which the relative reduction in the conductivity due to phonon-boundary scattering exceeds 40 percent. The reduction for SOI technologies with very thin device layers is more dramatic, as shown in Fig. 6. It must be noted that the temperature rise in active regions cooled by lateral conduction in the silicon actually scales with the inverse of the square root of the silicon thermal conductivity (Goodson and Cooper, 1995), such that the relative change in the temperature rise will be less than the relative reduction in the thermal conductivity.

The data and analysis documented here are also of considerable fundamental importance because they can be used to extract the phonon mean free path in silicon for shorter phonon wavelengths than has been possible previously. The Boltzmann equation solution used here relates the impact of boundary scattering on heat transport by phonons of a given wavelength to the ratio of the free path to the layer thickness. Since SOI wafers provide silicon layers that approach bulk silicon in surface and microstructural perfection, the data provide the opportunity to determine the wavelengths of phonons that have free paths comparable to the layer thickness. The agreement of the predictions with the data provides an important confirmation of the free paths obtained by means of the conductivity integrals of Holland (1963).
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